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Abstract—Decision trees are common algorithms in 

machine learning. Traditionally, these algorithms make 
trees recursively and at each step, they inspect data to 
induce the part of the tree. However decision trees are 
famous for their instability and high variance in error. 
In this paper a solution which adds error correction rule 
to a traditional decision tree algorithm is examined.  In 
fact an algorithm which we call it, ECD3 is introduced. 
Algorithm of ECD3 inspects data sequentially in an 
iterative manner and updates tree only when it finds an 
erroneous observation. This method was first proposed 
by Dr. Utgoff but not implemented. In this paper, the 
method is developed and several experiments are 
performed to evaluate the method. We found that in 
most cases, performance of ECD3 is comparable to its 
predecessors. However ECD3 has some benefits over 
them. First, sizes of its trees are significantly smaller. 
Second, on average, variance of error in ECD3 is lower. 
Furthermore, ECD3 automatically chooses part of data 
for induction of the tree and sets aside others. This 
capability can be exploited for prototype selection in 
various learning algorithms.  To explain these 
observations, we use inductive bias and margin 
definitions in our theories. We introduce a new 
definition of margin in ordinary decision trees based on 
shape, size and splitting criteria in trees. We show that 
how ECD3 expands the margins and enhances precision 
over test data. 

Keywords— decision tree; sequential reading of data; 
error correction rule; injecting randomness; margin; 
entropy; induction bias 

I.  INTRODUCTION 
Algorithms for decision trees, like CART and C4.5 
[1], look through the entire data and find the best 
discriminator attribute. Then they break data based on 
the selected attribute and repeat that process 
recursively until reaching a point that the remained 
data can’t be broken. In that situation, they decide 
based on the majority label of data. These algorithms 
act greedily to find the smallest tree.  
On the other hand, there are some algorithms that 
don’t look through the entire data but read and use 
them one by one. Algorithms which use error 

correction rule are in this group. Perceptron is a 
neural network that uses error correction rule in order 
to update its weights [2]. It reads individual input and 
calculates the output for that input. If there is a 
difference between the desired and real outputs, then 
it updates the weights. Perceptron acts iteratively. In 
each round, so called epoch, it looks to same data and 
decides on each of them individually.  
At first glance, the property of decision trees, looking 
to whole data, is an advantage for them. It is believed 
that these algorithms exploit the statistical property of 
all the samples and they are less sensitive to errors in 
individual training examples [3]. Nevertheless, 
decision tree can be unstable because small variations 
in the data might result in a completely different tree 
being generated [4]. In other words, variance of error 
is high. Literatures propose different solutions for that 
problem. For example:   Making a forest of trees by, 
among other procedures, bootstrapping or boosting 
and then deciding based on voting [5,29] might solve 
that problem. However, the forest of trees misses the 
most important advantage of an individual tree which 
is interpretability [6]. Some literatures consider 
splitting criteria [7]. Several solutions let the tree 
grow and then focus on pruning of tree [8]. Others 
stop the growing of the tree based on statistical 
measures [9]. Also recent studies show that in the 
case of number of classes<5, balanced data are more 
prone to instability of decision trees [10].  
However as a new solution for that problem, this 
paper focuses on the method of reading and choosing 
data. We aim to find out the difference between a 
decision tree algorithm that looks through entire data 
to build the best tree and an iterative algorithm which 
looks to data one by one and improves its 
representation when an error occurs. We show that 
the new algorithm builds trees that function at least as 
well as the traditional algorithms. Nevertheless, it has 
some preferences over them. The experiments show 
that when the size of decision tree is a criterion or 
when attributes are numerical; it performs 
significantly better. It has less variance of errors, so it 
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can be a solution for instability of trees. In addition, it 
can choose essence of dataset. That is an opportunity 
for some algorithms like k-nearest-neighbor. 
Rest of the paper is organized as follows: the 
following section describes the proposed algorithm 
which we call it ECD3. Section three shows 
experimental results. Section four concludes the paper 
and gives some suggestions for improvement of 
implementation of the algorithm. 

II. ECD3: ERROR CORRECTOR DECISION TREE 

A. Brief Description and Algorithm 
 

In order to briefly describe ECD3, one can say it 
assumes a decision tree based on entropy. Then it 
looks to each sample individually and decides whether 
to update the decision tree or not. It repeats that task 
until it reaches a consistent tree. To better explain 
ECD3, we use notations used in describing 
Perceptron: 

Perceptron is a neural network’s algorithm that 
incorporates error correction rule to find a 
discriminator line. Eventually, after enough repeats, it 
reaches to desired discriminator. Error correction rule 
can be described as (1): 

          

(1) 

Here we use almost the same rule to induce ECD3. 
Normally, a decision tree is made by looking among 
the whole data, but in ECD3, the algorithm looks to 
each individual input and based on the output of the 
current tree, decides to whether update the tree or not. 
Equation 2 shows the use of error correction rule in 
ECD3: 

     

    (2) 

Formula 2 expresses that if no error occurs then the 
dataset for inducing the tree remains unchanged and so 
the tree will remain unchanged too. However if by 
looking to a sample, tree couldn’t recognize the true 
class for that, then dataset along with tree would be 
updated. Fig.1 shows the algorithm of ECD3. 
Presentation of the algorithm is based on the 
algorithmic framework which was described in [11]. 

 
Figure 1. Algorithm of ECD3. Procedure TreeGrowing(S; A; y) 

makes the decision tree. The inputs are S (Training Set), A (Input 
Feature Set) and y (Target Feature). 

Both Perceptron and ECD3 act iteratively to reach 
the target, but unlike Perceptron which investigates all 
data in each epoch; ECD3 uses data that have not 
produced errors in previous epoch. In other words, it 
investigates data which are not contributed in building 
the current tree. Therefore, there are three sets of data 
in ECD3: D1, D2 and D3. Initially, D1 is set to the 
whole input data. In each epoch, ECD3 looks to it and 
picks an input for evaluation. D2 is the set of data that 
has produced errors. So if an input is incorrectly 
classified by current tree, it would be added to D2 and 
the tree will be rebuilt. In contrast, if the current tree 
correctly classifies an input, that input would be added 
to D3. At the end of each epoch, D1 is replaced by D3 
and above process is repeated. 

There is an issue must be considered here. There is a 
big difference between ECD3 and some well-known 
trees so called incremental trees. Incremental decision 
tree learning may be seen as some variation of ECD3. 
These algorithms assume data come in a stream [12]. 
However, there is no repetition in those algorithms 
and each sample would be processed once in a time.    
Utgoff raised an idea of training in error correction 
mode with the pool regimen [13] which would be a 
work that can be compared to ECD3. However his 
idea has not implemented yet. So he didn’t present the 
detail description and experimentations of that 
algorithm. 

 

B. An Illustrative Example 
In this example, table 1 gives a set of observed 

data and Fig.2 depicts the steps of ECD3 algorithm.  

Continuing to the third epoch isn’t necessary. 
Since the tree obtained from second epoch produces 
right answer for input 4. As the result, tree is based on 
the inputs 1, 2 and 3 

 

Initialize flag to false 
Set D1 as the input training dataset 
Initialize datasets D2 and D3 to empty 
Initialize decision tree T to empty 
 While (flag) 
        flag  false 
        For each  xi   in D1 
             If (T doesn’t classify xi correctly) 
                  Add xi to D2 
                  T= TreeGrowing(D2, A, y) 
                            flag  true 
             Else 
                  Add xi to D3 
        Clear D1 
        Copy D3 to D1 
       Clear D3
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TABLE 1. A CONTINGENCY TABLE WHICH SHOWS OBSERVED DATA  

 A B C Class 
1 0 1 0 T 
2 1 0 1 T 
3 0 0 1 F 
4 0 0 0 F 

 

Epoch 1: 
D1 : 1, 2, 3, 4 
 

D2 : 1 
 

D2 : 1           
D3 : 2  

D2 : 1, 3       
D3 : 2 

 

D2 : 1, 3       
D3 : 2,4 

 

Epoch 2: 
D1 : 2,4 

D2 : 1, 2, 3   

 

D2 : 1, 2, 3   
D3 : 4 

 

Figure 2.  Steps of ECD3 algorithm for data set of table I 

III. EMPIRICAL BEHAVIORE OF ECD3 
Back to the earlier section, error correction which 

was proposed by Utgoff by some means has to do with 
ECD3. Utgoff [13] saw some preferences in error 
correction mode of inducing decision trees. He stated 
that error correction mode produces a tree which is 
often smaller and more accurate than a tree based on 
all the instances presented. He added that the reason 
for this phenomenon is still unknown [13]. Here, we 
want to report empirical behavior of the ECD3 more 
precisely. Three issues will be addressed here:  

• First, sizes of the trees in both algorithms 
will be compared.  

• Second, performance of ECD3 will be 
compared with its predecessors. It is done 
by calculating average and variance of 
errors at the test phase.  

• Third, performance of ECD3 as a 
prototype selection method will be 
investigated. 

In order to carry out those experiments, we 
developed a java programmed tool named 
DecisionTrees. Two algorithms; ID3 and ECD3; are 

implemented in the tool. ID3 is implemented as 
presented in Tom Mitchell’s text book [3].  In the case 
of numeric attributes, we followed the C4.5 algorithm 
[11]. In other words, we used binary splits approach 
for numeric attributes. Missing attributes are 
considered as ignorance ones. In our implementation, 
ECD3 uses that algorithm for updating the tree too. 
DecisionTrees is available at 
http://profs.basu.ac.ir/bathaeian/index.php?L=free 

We used 23 data sets, from UCI repository [14].  
First column in table 2 shows the list of them. 

TABLE 2.  EXPERIMENTAL RESULTS. THE FIRST COLUMN SHOWS THE 
NAME OF DATASET. THE PLUS SIGNS IN COLUMN 2 AND 3 INDICATE 
THAT AVERAGE AND VARIANCE OF ERROR IN ECD3 ARE LESS. THE 

PLUS SIGNS IN FOURTH COLUMN SHOW THAT SIZE OF ECD3 IS 
SMALLER. THE LAST COLUMN SHOWS THAT WHAT PERCENT OF 

DATA IS USED FOR INDUCTION OF ECD3. 

 Data set Ave. 
error 

Var. 
erro
r 

H0 (tree 
size) 

Sample used 
(%) 

audiology  + 53.43 
breast_cance
r  

 + 63.99 

credit_a - + 55.39 
diabetes +  + 69.49 
glass +  64.97 
heart_c  + 62.93 
heart_h + + + 51.66 
heart_stat  + 65.02 
hepatites + + 56.14 
iris + + 22.22 
kr_vs_kp + + 5.55 
labor  + 51.35 
led24_2000_
10  

 + 71.90 

lymph - + + 60.30 
primary_tum
or - + + 81.63 

segment +  + 21.78 
sick_noTBG + + + 8.06 
solar + + 76.28 
sonar + 74.41 
Tic-tac-toe + + + 55.96 
vehicle + + 65.67 
vot + + + 39.18 
wine + + + 25.34 

 

A. Method 
We used k-fold cross validation to get k 

opportunities for doing experiments. This approach is 
very common and we implemented it in our tool. 
Therefore we describe it briefly here. In that approach, 
first we partition the training set into k segments. 
Second we set aside a segment and build classifier 
based on the remaining ones.  Then repeatedly, we 
replace the removed segment with another one and 
construct a new classifier. By this manner, we would 
have k classifiers built on slightly different training 
sets. In our experiments, we assumed 10 for k. So for 
each data set 10 times algorithms ID3 and ECD3 are 
run. On each run, we may use the remaining segment 
as the test set and figure out the differences between 
errors of both classifiers. Average and variances of 
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these outputs are feed to appropriate hypothesis tests 
to prove our claims. We also performed similar 
calculation to figure out the differences between sizes 
of constructed trees in both algorithms. 

B. Comparision of Tree Sizes 
Number of nodes in a decision tree can be 

accounted for its size. We claim that in the 95% 
confidence interval, average tree-size of ECD3 (s2) is 
smaller than or equal to average tree-size of ID3 (s1). 
So the H0 hypothesis would be (3). 

H0: s2  s1    (3) 

And alternative hypothesis would be (4). 

H1: s2 > s1    (4) 

We performed one-sided t test to prove our claim. 
We found H0 is true for all data sets. In addition, for 
18 of 23 data sets, tree-sizes in ECD3 are significantly 
smaller than tree-sizes in ID3. In table 2, these data 
sets are shown by plus sign in the fourth column. 

C. Comparision of Errors 
We claim that in the 95% confidence interval, 

average errors of ECD3 (e2) is smaller than or equal to 
average errors of ID3 (e1). So the H0 hypothesis would 
be (5). Alternative hypothesis would be (6).  

H0: e2  e1    (5) 

H1: e2 > e1    (6) 

We performed one-sided t test to prove our claim. 
We found that for 20 of 23 data sets, H0 is accepted. In 
10 datasets, ECD3 performs significantly better than 
ID3. In table 1, these data sets are shown by plus sign 
in the second column. In only three of 23 datasets H1 is 
accepted. These data sets are shown by minus sign in 
the third column of table 1.  

We also claim that in the 95% confidence interval, 
variance of errors in ECD3 (v2) is smaller than or 
equal to variance of errors in ID3 (v1). So the H0 
hypothesis would be (7). Alternative hypothesis would 
be (8).  

H0: v2  v1    (7) 

H1: v2 > v1    (8) 

We performed one-sided t test to prove our claim. 
We found that for all data sets, H0 is accepted. In 14 
datasets, ECD3 performs significantly better than ID3. 
In table 1, these data sets are shown by plus sign in the 
third column.  

So we can conclude that ECD3 performs 
significantly better than ID3 and variance of errors in 
ECD3 is significantly lower. 

D. ECD3 as a Method for Prototype Selection 
Prototype selection can be used in several 

applications such as compressing [15] or 
preprocessing of datasets. For example, it can be 
adopted in the preprocessing phase of K-Nearest 
Neighbors (KNN) which is one of the well-known 
classifiers [16]. KNN belongs to the family of lazy 
learners. Lazy learners first store training samples. 
Then they do the most of the task and computation 
when they are presented with a test sample. This 
method suffers from several drawbacks. Need for big 
storages to save patterns as well as huge computation 
in test or apply phase are parts of its weaknesses. To 
overcome those difficulties, some preprocessing 
algorithms are used. In fact, KNN isn’t a completely 
lazy method! [17]. For example, finding the optimum 
K and selecting a prototype of the data set are types of 
solutions. Prototype selection means choosing subset 
of training samples instead of all of them [15, 16]. 
This subset must be a condensation of the whole 
original data set. The condensed data set of course 
must not decrease the generalization accuracy of 
classifier. As the second example, prototype selection 
is used in down-sampling of imbalanced data sets. 
Reference [13] introduced an algorithm for selection 
of a prototype of majority class. 

Inspecting the algorithm of ECD3 carefully, we 
understand that generated tree is consistent with whole 
data but the samples used for construction of the tree 
make a subset of primary dataset. Assume D1 as the 
input dataset and D2 as a subset of D1 which actually 
contributes in building the tree. If we take members of 
D2 as random variables, then we get (9):  

         (9) 

Above formula shows that ECD3 chooses subset 
of training data which has minimum size and creates 
the same classifier as one created by the whole data. 
Therefore D2 is a prototype selected by ECD3. 
Column five of table 2 shows the average percentage 
of samples used in ECD3 learning. The percentage of 
reduction varies from 20% to 95%. On average ECD3 
reduces number of samples to 55%. 

E. Discussion 
Just like ID3, ECD3 is a consistent algorithm. In 

fact, at the worst case, all samples are incorporated to 
induce the tree. So, considering the fact that both 
ECD3 and ID3 make decision trees as well as the fact 
that ECD3 uses ID3 algorithm to induce the tree, 
equivalence of these algorithms isn’t surprising.  

Nevertheless, there are some differences between 
the trees obtained by these algorithms. We believe that 
two reasons are accounting for those differences: 
inductive bias and chance of creating different margin.  

Normally, inductive bias of ID3 is related to its 
search strategy [3]. It searches incompletely through 
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the hypothesis space, from simple decision trees to 
complex ones, until it finds a decision tree consistent 
with the data. ECD3 follows a similar approach except 
that it combines the strategy with gradient descent 
search approach. As the result, ECD3 can build a 
different and in most cases smaller decision tree than 
ID3.  

Further, we see some differences between errors of 
both trees. Margin might explain those variations. In 
definition, margin is a quantity to measure the 
confidence [19]. Larger margins create much more 
reliance on the classifier. So margins have specific 
contribution in generalization errors. In the case of 
decision trees, there is no formal definition for margin. 
Some researches try to inject directly margin concept 
into the decision tree [20 and 21]. However, decision 
trees in our research are based on the traditional 
definition of ID3 and we can’t use direct definition of 
margin in this area. Apparently, error bias and 
variance account for confidence of a learning 
algorithm. In addition, we know that decision trees 
with different sizes and nodes have different error bias 
and variance [22]. We showed that in most cases tree-
size of ECD3 is shorter than tree-size of ID3. This can 
be meant that trees induced by ECD3 have different 
error variances and consequently different 
confidences.  

Other explanation for this phenomenon is possible 
too. One can define margin as dissimilarities between 
rules generated by decision trees. For example in Fig.3 
two decision trees and generated rules are shown.  

In Fig.3-a, h1 and h3 have two distinctions but h2 
and h3 have one of it. Provided that minimum margin 
is 2 then we can conclude that one irregularity is 
happened. However in Fig.3-b, two of these 
irregularities are seen: one between h2 and h3, other 
one between h1 and h4. One conclusion might be that 
more unbalanced trees produce fewer irregularities on 
the presumed margin. All trees produced by ECD3 
have fewer nodes than those generated by ID3 but the 
height of both trees are equal. Therefore we can 
conclude that ECD3 generate more unbalanced trees 
compare to ID3. 

  In the case of numeric attributes, when we use 
binary splits, split position depends on the selected 
adjacent points belonging to different classes. In ID3, 
these adjacent points are constant in a data set but in 
ECD3, the inner loop of the algorithm makes 
alternatives of these points. For example in Fig.4, we 
have three points belonged to two different classes 
(circles and multiplication sign). 

In this situation, we can use alternative definition 
of margin introduced in support vector networks [23]. 
According to that definition, margin is the minimum 
distance between training samples of two classes. In 
order to construct an optimal separator, one only has to 
take into account a small amount of the training data, 
so called support vectors, which determine this 

margin. C4.5 definitely chooses points 1 and 2 as 
adjacent points (support vectors) and then outputs line 
A as separator threshold. Here, margin of two classes 
would be the distance between points 1 and 2. On the 
other hand, ECD3 acts randomly for choosing the 
samples. So, there is a probability of 0.5 that it 
chooses point 3 instead of point 2 and consequently it 
reaches to line B as a splitting line. Because of larger 
distance between point 1 and 3, we would have greater 
margin than previous one. Nevertheless, both 
separators correctly distinguish between two classes in 
the phase of training. We expect that classifier with 
larger margin perform better in the testing phase. 

 

A B 

 

Figure 3. Generated rules of two decision trees 

 

 
Figure 4. Two classes of data and their separators obtained from 

two algorithms (A for algorithm C4.5 and B for algorithm ECD3) 

That fact can be clearly seen in our experiments.  
ECD3 induced larger tress for datasets of Iris, Glass 
and Hepatitis but surprisingly their performance in 
term of generalization error is much better than ones 
produced by ID3. It’s because all attributes of those 
datasets are numeric.   

IV. CONCLUSIONS AND FUTURE WORKS 
In this paper a new algorithm, ECD3, was 

introduced for decision tree induction. ECD3 uses ID3 
or C4.5 as its base classifier but it uses data differently 
for inducing the tree. In our experiments, in most 
cases, ECD3 produces smaller trees compared to ID3 
and in some cases it performs better than ID3. 
Distinctions between inductive biases and margins 
somehow can explain the differences.  Other 
explanations are possible too. For example we didn’t 
consider the randomization property of ECD3 and its 
ability to choose variant support vectors. These are 
phenomenon might account for differences.  
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Several applications of ECD3 algorithm are 
possible. For example, an issue that was not addressed 
here is that some machine learning algorithms benefit 
from randomness in classifier. Specifically, those 
classifiers used in ensemble learning [24] would be 
better if they have diverse errors [25]. Due to 
sequentially entrance of data to ECD3, it may be 
dependent on the place of individual samples in the 
queue. By running one round of algorithm, we get a 
tree which is consistent with part of the data. This task 
can be done repeatedly to make variant trees; each one 
is consistent with different part of the data. 

Although in this paper, ECD3 is introduced as a 
method for prototype selection, more studies are 
required to measure its performance comparing with 
other prototyping techniques.  

We defined margin in decision trees based on the 
shape and size of tree. However considering [26 and 
27] which introduce growing of decision tree as a 
boosting method; other definitions and more specific 
mathematical proofs might be possible too. That is the 
area which has more works to do.  

ECD3 is slower than ID3. In our implementation, 
in each inner loop, if the required condition was hold, 
ECD3 is built from scratch. Algorithm of ITI is a state 
of the art in incremental learning of decision trees 
[13]. However more recent and optimal algorithms are 
presented that can be used in some way. For example 
[28] introduces an algorithm for efficient 
representation of incoming data.  
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